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Abstract

Many theories have been proposed to explain the evolution of sex, but the question remains unsettled owing to a paucity of compelling empirical tests. The crux of the problem is to understand the prevalence of sexual reproduction in the natural world, despite obvious costs relative to asexual reproduction. Here we perform experiments with digital organisms (evolving computer programs) to test the hypothesis that sexual reproduction is advantageous in changing environments. We varied the frequency and magnitude of environmental change, while the digital organisms could evolve their mode of reproduction as well as the traits affecting their fitness (reproductive rate) under the various conditions. Sex became the dominant mode of reproduction only when the environment changed rapidly and substantially (with particular functions changing from maladaptive to adaptive and vice versa). Even under these conditions, it was easier to maintain sexual reproduction than for sex to invade a formerly asexual population, although sometimes sex did invade and spread despite the obstacles to becoming established. Several diverse properties of the ancestral genomes, including epistasis and modularity, had no effect on the subsequent evolution of reproductive mode. Our study provides some limited support for the importance of changing environments to the evolution of sex, while also reinforcing the difficulty of evolving and maintaining sexual reproduction.
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Why sex? Sexual reproduction is costly and complicated, yet it is widespread in the biological world (Bell 1982). This paradox has long fascinated biologists and generated a multitude of hypotheses and experimental tests (Weismann 1889; Bell 1982; Michod and Levin 1988; Kondrashov 1993; Rice 2002). Perhaps the simplest and most intuitive explanation is that sex, by increasing variation, can accelerate the rate of adaptation to novel or changing environments (McPhee and Robertson 1970; Malmberg 1977; Goddard et al. 2005; Cooper 2007). Theoretical analyses have suggested that sex will be favored especially when the fitness contributions of particular allele combinations frequently switch between being advantageous and disadvantageous (Charlesworth 1976, 1993b; Maynard Smith 1978). Such reversals in selection can be caused by host–parasite interactions or other forms of coevolution (Van Valen 1973; Hamilton 1980; Lively 1987; Peters and Lively 1999; Lively and Dybdahl 2000; Salathe et al. 2008). However, the more general theoretical requirement is for changing environments, regardless of the precise ecological basis (Sasaki and Iwasa 1987; Charlesworth 1993a; Barton 1995; Kondrashov and Yampolsky 1996; Otto and Michalakis 1998; Waxman and Peck 1999; Otto and Nuismer 2004; Gandon and Otto 2007). We note that selection caused by parasites typically acts in a frequency- or density-dependent manner, whereas stochastic changes in the environment—even those that reverse the direction of selection on particular traits—would not necessarily act in the same way. Also, even if sexual reproduction can accelerate adaptation to changing environments, such an effect might be more important in maintaining sex than in facilitating its origin. That is, this
mechanism might provide an advantage to a sexual clade relative to an asexual clade, but whether it can provide an individual-level benefit for sexual reproduction is less clear. Although a single asexual mutant might well be able to invade a sexually reproducing population, 2 sexual organisms are required to gain any foothold in an asexual population (absent the possibility of selfing). We are thus interested in determining whether changing environments can select for the maintenance as well as the initial spread of sexual reproduction.

To explore the evolution of sexual reproduction in general, and the role of changing environments in particular, one would like an experimentally tractable evolving system with varying environments and organisms that can mutate between asexual and sexual forms. To that end, we have performed experiments on populations of digital organisms in the Avida system (Wilke and Adami 2002; Lenski et al. 2003; Ofria and Wilke 2004; Adami 2006) to test whether environmental change, including stochastically reversing the direction of selection on some traits, promotes the evolution of sex.

**Methods**

**Experimental System**

All experiments were conducted using Avida software (available without cost at http://avidag.Project @) with the default settings, unless otherwise indicated. Digital organisms in Avida are short self-replicating computer programs that can reproduce either asexually or sexually, depending on which divide instruction they execute. Digital genomes are built from the default instruction set with 27 instructions including 2 divide instructions, divide-sex and divide-asex, only one of which can be expressed by any individual (Misevic et al. 2006). Mutations may affect the organisms’ reproductive mode as well as their interactions with substrates present in the environment. In this study, point, insertion, and deletion mutations occurred at rates of 0.002, 0.0005, and 0.0005 per instruction copied, respectively, with the same mutation rates applied to the divide instructions as all others; these are the default rates in Avida, and they were used for consistency with previous studies (Wilke et al. 2001; Ofria and Wilke 2004). The carrying capacity (maximum population size) was 3600 organisms; when a population was at carrying capacity, each new offspring replaced a randomly chosen organism from anywhere in the population. For the first 1000 updates of each experimental run, the populations evolved in the same constant environment with 9 substrates used previously (Misevic et al. 2006) to evolve the organisms that served as the ancestors in this study, after which additional and changing substrates were introduced, as described below in the section on Digital Metabolism. An update is a unit of time in Avida during which an average of 30 instructions are executed per organism in the population. A generation typically requires 5–10 updates, with the precise number depending on the genomic and phenotypic complexity of the organisms in a population. Fitness was recorded for each organism and then averaged over all organisms in the population and log10 transformed for statistical analyses. All of the experiments here started from digital organisms that previously evolved in the experiments reported by Misevic et al. (2006). We chose these populations because they are well described and capture a broad range of genetic properties, such as epistasis and modularity, that might affect the evolution of sex. In addition, we chose the Avida system for this study because, although computational in nature, it is much more complex and biological than typical numerical simulations. In essence, it provides an in silico instantiation of open-ended evolution (Wilke and Adami 2002; Lenski et al. 2003; Ofria and Wilke 2004; Adami 2006).

**Recombination Mechanism**

After a digital organism has copied its genome (in whole or in part, with or without mutations), the first execution of either divide instruction determines its mode of reproduction and, simultaneously, separates the replicating genome into 2 progeny genomes, as described previously (Misevic et al. 2006). Progeny produced by the divide-sex instruction undergo recombination, whereas those produced by divide-asex are immediately placed at random locations in the population. During sexual reproduction, 2 consecutively produced progeny genomes are paired and exchange a single continuous and corresponding region of their circular genomes. These genomes are not necessarily aligned; the identity of recombining regions is based only on the correspondence in their genomic position and not on sequence similarity or homology. The decision to employ this mechanism was motivated by computational efficiency. Recombination based on genomic position probably increases the load of maladapted sexual offspring relative to schemes based on sequence similarity or homology because insertions and deletions disrupt the positional correspondence of related genes. After the exchange of corresponding genomic regions, both offspring are placed at random locations in the population, in the same manner as asexually produced organisms. In our study, organisms do not experience the familiar 2-fold cost of sex because 2 sexual organisms produce 2 offspring. However, digital organisms do experience certain intrinsic costs related to recombination, such as disrupting favorable genetic combinations and combining incompatible genes.

Each incipient sexually produced offspring is stored until another such offspring is produced, at which time they recombine their genomes and the 2 recombinant products are placed into the population. By default, the incipient offspring can wait indefinitely, but supplementary experiments in which we limited the maximum waiting time did not qualitatively change evolutionary outcomes (data not shown). Therefore, we decided against introducing another variable in this study.

**Digital Metabolism**

An organism’s genome may contain information that encodes the ability to metabolize one or more substrates...
present in its environment (Wilke and Adami 2002; Lenski et al. 2003; Ofria and Wilke 2004). Metabolism of a substrate either accelerates or decelerates an organism’s replication rate by a factor of $2^m$, where $m$ is the substrate’s metabolic value and is positive or negative for a nutrient or poison, respectively. Periodically, one randomly chosen substrate switches from nutrient to poison whereas another substrate simultaneously undergoes the opposite transition. A total of 77 substrates are associated with all of the distinct 1-, 2-, and 3-input logic operations. An organism metabolizes one of these substrates when it executes a sequence of genomic instructions that perform the associated logic operation. Nine substrates (representing the 1- and 2-input operations) that were present during the prior evolution of the ancestors used in our study were again present and always nutritious. The other 68 substrates alternated randomly between being nutrients and poisons, with 25 being nutritious at each moment, according to the treatment schedules described in the next section below. Although some treatment schedules involved changes at periods shorter than generation times, each change affected only 2 of the 68 variable substrates, so that most aspects of the environment were constant across successive generations. The particular pair of substrates that changed their status at any point in time were chosen at random (with a uniform probability distribution) from those in each variable category.

Parameters Governing Environmental Change

We manipulated the extent of environmental change in 2 respects: by varying the frequency with which the substrates changed from beneficial to harmful or vice versa (Figure 1) and by varying the magnitude of the benefits and costs of metabolizing the substrates. The intervals between changes in the environment were 1, 3, 10, 30, 100, or 300 updates, and the metabolic values between which substrates switched were $(-1, 1)$, $(-1, 3)$, $(-1, 5)$, or $(-3, 1)$, where negative and positive values indicate poisons and nutrients, respectively. For example, when an environmental change occurs during a $(-1, 5)$ treatment, a random nutrient that we can call substrate $A$ is chosen and it becomes a poison, such that its metabolic value changes from 5 to $-1$. Simultaneously, a random poison that we can call substrate $B$ is chosen and becomes a nutrient, so that its value shifts from $-1$ to 5. Consider 4 organisms

![Figure 1](https://example.com/figure1.png)

**Figure 1.** Examples of 3 different periods of change in substrate metabolic values. The 9 fixed substrates and 68 changing substrates are represented by different rows on the $y$ axis. Black cells indicate that a substrate has a positive metabolic value (nutrient), whereas white cells indicate that it has a negative value (poison) at that particular time in an experiment. The light gray region at the left marks the first 1000 updates when all the changing substrates had a metabolic value of zero, allowing the populations to acclimate to their ancestral condition in which only the 9 fixed nutrients were present. Panels (a), (b), and (c) represent environmental change at periods of 3, 30, and 300 updates, respectively.
that have different genotypes but identical phenotypes, except for the following properties: genotype G₅ only metabolizes neither substrate A nor substrate B, G₄ metabolizes only A, G₃ metabolizes only B, and G₄ metabolizes both A and B. Table 1 shows how the fitness of each of these organisms would be affected by this environmental change. For each of the 24 experimental treatments (6 rates of change, 4 magnitudes of change), we propagated 20 initially sexual and 20 initially asexual populations for 100 000 updates, giving a total of 960 populations.

Properties of Ancestral Organisms

Our work builds on the experiments of Misevic et al. (2006), in particular information on the genetic architecture of the digital organisms used to seed the populations in this study. Therefore, we must briefly describe our previous results here. The populations in our earlier work evolved either strictly sexually or strictly asexually for more than 10 000 generations. For each evolved population, we measured its average fitness, genome length, modularity, fitness effects of, and interactions between random mutations. We showed that sexual genomes tended to be longer, on average, and had evolved greater modularity in 2 respects. First, those regions of the genome responsible for metabolizing particular nutrients were typically more compact (higher physical modularity, a measure of the mean distance between sites encoding computational traits) in sexual than in asexual organisms. Second, those regions encoding distinct metabolic functions had less overlap (higher functional modularity, a measure of the average overlap in the genomic sites encoding different traits) in sexual than in asexual organisms. Precise definitions of physical and functional modularity can be found in Misevic et al. (2006). To quantify the effects of random mutations as well as their interactions, we constructed millions of single and multiple mutants in each evolved background and measured their fitness values. We fit a power function to those data, \( \log_{10} W = -\alpha M^\beta \), where \( W \) is the average fitness and \( M \) is the corresponding number of random mutations. Parameters \( \alpha \) and \( \beta \) reflect robustness to individual mutations and the form of mutational interactions (epistasis), respectively. We found that the sexually evolved organisms were, on average, more robust to mutations

<table>
<thead>
<tr>
<th>Before change</th>
<th>( W_0 )</th>
<th>( W_0 \times 2^5 )</th>
<th>( W_0 \times 2^{-1} )</th>
<th>( W_0 \times 2^4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>After change</td>
<td>( W_0 )</td>
<td>( W_0 \times 2^5 )</td>
<td>( W_0 \times 2^{-1} )</td>
<td>( W_0 \times 2^4 )</td>
</tr>
</tbody>
</table>

The 4 types are phenotypically identical except for their abilities to metabolize substrates A and B. Genotype G₅ is unable to metabolize either A or B, and it has fitness \( W_0 \). By contrast, G₃ metabolizes only A, G₄ metabolizes only B, and G₄ metabolizes both A and B. Values indicate each genotype’s fitness before (first row) and after (second row) an environmental change whereby substrate A turns from nutrient into poison and, simultaneously, substrate B turns from poison into nutrient.

Results and Discussion

We begin by examining the rates and magnitudes of environmental change that favor the evolution of sexual reproduction. We then compare populations that started with different modes of reproduction to distinguish between the origin and maintenance of sex. We also analyze the possible influence of genetic architecture on the propensity to evolve sex. Finally, we compare the fitness effects of sexual and asexual reproduction.

Effects of Changing Environment on Reproductive Mode

The trajectories for the relative abundance of sexual and asexual organisms were highly variable in our experiments, even among replicate populations in the same treatment (Figure 2). Some populations began and mostly remained either sexual (Figure 2b) or asexual (Figure 2c), whereas others switched their mode of reproduction multiple times (e.g., Figure 2f). Sexual and asexual types typically coexisted only for a short period during a transition between reproductive modes, but occasionally both types maintained intermediate frequencies for much longer periods (Figure 2b).

Figure 3a summarizes the final numerically dominant mode of reproduction, averaged more than the 40 replicate populations (with half initially sexual and half initially asexual) for each of the 24 treatments. In this analysis, each population was classified as either sexual or asexual based on the most abundant mode of reproduction at the end of the experiment. Asexual reproduction prevailed under most of the conditions tested. However, sexual reproduction tended to be relatively more common at faster rates of environmental change (i.e., as the period of change was shorter), provided also that the benefit of substrates when they were nutrients was large and their cost when poisonous was not. In the most extreme case, when the period of change was 1 update, and the metabolic values of poisons and nutrients were –1 and +5, respectively, 65% of the populations were predominantly sexual at the end of the experiment.

As noted earlier, some populations repeatedly switched their reproductive mode during the evolution experiment (Figure 2). To avoid a potential artifact resulting from the arbitrary choice of the experiment’s duration, we also calculated the proportion of time during which the majority of a population was reproducing sexually. Thus, a population that spent most of its history as asexual would be classified as such, even if it became sexual shortly before the end of the experiment (e.g., Figure 2d). The overall trends are similar, however, whether one considers the final state (Figure 3a) or the proportion of time a population spent...
dominated by sexually reproducing organisms (Figure 3b). Using the latter data set (in which the dependent variable is continuous rather than discrete), the effects of the period and magnitude of environmental change are both highly significant (2-way analysis of variance [ANOVA]: \( F_{5,936} = 17.417, \ P < 0.001 \) for the period; \( F_{3,936} = 6.135, \ P < 0.001 \) for the magnitude), as is their interaction \( \left(F_{15,936} = 10.502, \ P < 0.001 \right) \).

**Origin versus Maintenance of Sex**

Many authors have reasoned that it is easier to maintain sexual reproduction than for it to evolve de novo given the costs of sexual reproduction (Michod and Levin 1988; Lenski 1999). By starting our experiments with populations of digital organisms that were either entirely sexual or entirely asexual, we can compare the conditions that allow the origin versus maintenance of sex. As noted in the Methods, these digital organisms do not face the widely discussed 2-fold cost of sex because the 2 parental genomes recombine to produce 2 offspring that are both placed in the population. However, selfing cannot occur in this system, and thus sexual reproduction requires 2 parents who, moreover, must be able to produce viable recombinant offspring, perhaps making it difficult for sex to gain a foothold in an asexual population. By contrast, only one asexual mutant is needed to invade a sexual population. Thus, one might expect an asymmetry between the origin and maintenance of sex in this system, even without the 2-fold cost of sex.

To examine this issue, we increased the number of replicates to 50 initially sexual and 50 initially asexual populations for the subset of treatments with changing environments where sex was, on average, most successful, specifically with metabolic values switching between –1 and +5 and with all 6 rates of change used previously, for a total of 600 populations. Across all rates of environmental change, populations were more likely to be predominantly sexual at the end of the experiment if they were initially sexual than if they started as asexual (Figure 4a). Sexual organisms also dominated the populations that started as sexual for a greater proportion of the total time than they did in populations that began as asexual (Figure 4b). The effect of the initial state on the time-averaged dominant mode of reproduction during evolution in changing environments was highly significant (2-way ANOVA, \( F_{1,588} = 32.160, \ P < 0.001 \)), whereas the interaction between the initial mode of reproduction and the rate of environmental change was not significant \( (F_{5,588} = 0.850, \ P = 0.514) \). Sex was also more common, regardless of ancestral mode, in more rapidly changing environments \( (F_{5,588} = 29.237, \ P < 0.001) \).
The effect of initial reproductive state might simply indicate a lag time required for the origin and spread of the alternative mode. Alternatively, the evolutionary history prior to the ancestral state might have produced genomic constraints that make it more difficult to switch reproductive mode while retaining overall fitness. To address this issue, we reanalyzed the data by calculating the proportion of time that populations were predominantly sexual during only the second half of the experiments. We observed the same qualitative pattern, with significant effects of the initial mode of reproduction and period of change, but no significant interaction between them (data not shown), though the effect of the initial mode of reproduction was somewhat reduced. Over the entire duration of the experiment, the populations with sexual ancestors were predominantly sexual 38% more often than those with asexual ancestors; in the second half of the experiment, this difference was reduced to 25%. Thus, both factors seem to contribute to the effect of initial state on the evolution of reproductive mode. In any case, sexual reproduction overcame the barriers that hindered its establishment in previously asexual populations about half the time in the most favorable treatments (Figure 4).

### Effects of Genetic Architecture on the Evolution of Sex

Other studies have shown that the reproductive mode influences the evolution of various aspects of genetic architecture including robustness, epistasis, and modularity.
Here we ask, conversely, whether these features, as reflected in a particular ancestral state, might influence a population’s propensity to evolve sexual reproduction. As shown in the section above, the evolution of sexual reproduction is more difficult than its maintenance. Moreover, organisms may have evolved genetic architectures that are coadapted to their reproductive mode, thus making it more difficult to switch to the alternative mode. For example, favorable gene combinations assembled in asexual lineages might be disrupted by recombination, reducing the fitness of recombinant offspring, thereby impeding the evolution of sex. On the other hand, certain genetic architectures might promote sexual reproduction. First, more modular genomes may allow faster exchange of metabolic building blocks, making sexual organisms more evolvable (Wagner and Altenberg 1996; Earl and Deem 2004; Schlosser and Wagner 2004; Sun and Deem 2009). Second, synergistic epistatic interactions between deleterious mutations may facilitate the removal of those mutations through recombination and selection, thus promoting sexual reproduction (Kondrashov 1982; Michod and Levin 1988; De Visser and Hoekstra 1998; Wolf et al. 2002).

To determine whether modularity, epistasis, or other properties of the ancestors (besides reproductive mode itself) influenced the evolution of sex in our experiments, we further analyzed the 600 populations that evolved with the (–1, 5) magnitude of change under the 6 different periods of environmental change. In particular, we ran discriminant analyses separately for each of these 6 treatments, where the objective was to obtain functions that would categorize the final populations as either sexual or asexual based on ancestral fitness, genome length, physical modularity, functional modularity, robustness to individual mutations (\(a\)), and strength of epistasis (\(b\)). (The measurements of these ancestral properties were performed by Misevic et al. 2006 on 50 sexual and 50 asexual populations that evolved independently for 100,000 updates; see methods and Misevic et al. 2006 for more detailed descriptions of these metrics and previous experiments.) For these analyses, the final population was categorized as sexual or asexual based on the most common reproductive mode at the end of the experiment using the discriminant function.

### Table 2

<table>
<thead>
<tr>
<th>Period of change</th>
<th>Wilks’ lambda</th>
<th>(F_{7,92})</th>
<th>(P)</th>
<th>% Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 update</td>
<td>0.983</td>
<td>0.267</td>
<td>0.951</td>
<td>38</td>
</tr>
<tr>
<td>3 updates</td>
<td>0.929</td>
<td>1.186</td>
<td>0.321</td>
<td>57</td>
</tr>
<tr>
<td>10 updates</td>
<td>0.902</td>
<td>1.694</td>
<td>0.131</td>
<td>56</td>
</tr>
<tr>
<td>30 updates</td>
<td>0.880</td>
<td>2.116</td>
<td>0.059</td>
<td>63</td>
</tr>
<tr>
<td>100 updates</td>
<td>0.945</td>
<td>0.911</td>
<td>0.491</td>
<td>44</td>
</tr>
<tr>
<td>300 updates</td>
<td>0.981</td>
<td>0.298</td>
<td>0.937</td>
<td>47</td>
</tr>
</tbody>
</table>

Each discriminant function was constructed using the ancestor’s fitness, genome length, physical modularity, functional modularity, robustness to individual mutations (\(a\)), and coefficient of epistasis (\(b\)). \(P\) values indicate whether the overall function was significant. Percent correct shows the proportion of 100 evolved populations that were correctly classified as predominantly sexual or asexual at the end of the experiment using the discriminant function.

To determine whether sexual organisms achieved higher fitness than asexual ones, especially under those conditions where sexual reproduction was most successful. To do so, we compared the average fitness values of sexual and asexual populations that evolved with the (–1, 5) magnitude of change under the 6 different rates of change. We identified the periods of time for each population during which the majority of organisms were either sexual or asexual, and we calculated the mean fitness values during those periods (Figure 5). (Averaging fitness over time is reasonable because, although the environments frequently changed, the numbers of nutrients and poisons did not change.) The mode of reproduction and period of environmental change is evident. Values indicate that genetic architecture is not strongly predictive of an evolving population’s eventual reproductive mode.

### Fitness of Sexual and Asexual Populations

We also sought to determine whether sexual organisms achieved higher fitness than asexual ones, especially under those conditions where sexual reproduction was most successful. To do so, we compared the average fitness values while a particular population was predominantly sexual or asexual based on the most common reproductive mode at the end of the experiment. The 6 discriminant functions, on average, correctly classified only 50.83% of the populations—hardly better than random guesses—and none was significant (Table 2), even without adjusting significance levels for multiple tests of the same hypothesis. In agreement with recent theoretical work (Misevic et al. 2009), our results therefore indicate that genetic architecture is not strongly predictive of an evolving population’s eventual reproductive mode.

![Figure 5](image-url)

**Figure 5.** Average fitness of predominantly sexual and predominantly asexual populations. The log\(_{10}\)-transformed fitness values while a particular population was predominantly sexual or asexual were separately averaged. The time-averaged fitness values while sexual (squares) or asexual (diamonds) were then averaged more than the 100 populations that evolved at each period of environmental change. All populations evolved in the environments with (–1, 5) magnitude of costs and benefits of metabolizing the 68 changing substrates. Error bars show one standard error of the mean.
environmental change had significant effects on fitness, as did their interaction (2-way ANOVA: $F_{1,1188} = 8.930, P = 0.003$ for reproductive mode; $F_{5,1188} = 8.068, P < 0.001$ for period of change; $F_{5,1188} = 2.882, P = 0.014$ for interaction). In the rapidly changing environments, those populations dominated by sexual organisms typically had higher average fitness than did predominantly asexual populations (Figure 5). By contrast, in the slowly changing environments, although most populations evolved to be predominantly asexual (Figure 3), the individuals in sexual and asexual populations achieved similar average fitness levels (Figure 5). This pattern calls attention to potential discrepancies between individual and population metrics of success when it comes to reproductive mode, an issue that merits further study.

Conclusions

Our experiments show that rapidly changing environments can promote the evolution of sex, at least relative to more slowly changing environments, in this artificial system. At the same time, our results call attention to several limitations of the theory that changing environments will favor the evolution of sexual reproduction: the parameter space that favors sex is quite limited (Figure 3); the origin of sexual reproduction is more difficult than its maintenance (Figure 4); and idiosyncratic effects of ancestry and chance exert strong influences on whether sex evolves (Figure 2). The same or similar limitations are relevant for other theories for the evolution of sex (Otto and Feldman 1997; Otto and Nuismer 2004; Misevic et al. 2004), which has led some researchers to conclude that multiple factors are necessary to account for the evolution of sex (West et al. 1999). In any case, our study shows the utility of digital organisms for testing complex evolutionary theories because they allow one to manipulate relevant features of the environment, control for confounding effects of ancestry, compare the origin and maintenance of organismal traits under the same conditions, and obtain data across many replicate populations for thousands of generations. Of course, any insights gained from experiments with digital organisms may also suggest more focused research on biological systems to examine the generality of those insights.
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